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December 2020

Abstract

To understand the intricate link between microbes and their environment, metagenomic

analyses need to account for dependencies between related organisms as described by a phy-

logenetic tree. The induced correlation structure, alongside the high diversity of organisms

in metagenomic data, represents a challenge when identifying microbial drivers of an envi-

ronmental factor. Recently, metagenomic analysis tools have been developed to conjointly

analyze microbial counts in multiple environments with their phylogeny, by either transform-

ing the data into a unified data structure or by including the phylogeny into a comprehensive

modeling framework. These methods naturally handle dependencies between organisms and

increase interpretability by organizing features into homogeneous groups, which can generate

biologically meaningful hypotheses. In this review, we describe and compare these methods

as well as discuss opportunities for improvements.

∗Electronic address: carisdak@hawaii.edu
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Introduction

Dynamics of microbial populations are driven by the constraints of the environments they

inhabit. Thus, through reverse-engineering, we can learn about an environment’s properties

by studying its microorganisms and their abundance. There are multiple ways to measure

microbial composition and abundance experimentally. The most popular approach is to collect

a biological sample (earth, water, dust,...), and sequence one “marker” gene present in every

organism. Like a barcode, the specific DNA sequence of this marker gene can uniquely identify

each species. The abundance of each organism is then derived by counting the number of

copies corresponding to each unique sequence. Because those sequences do not always exactly

match species definitions, they are referred to as Operational Taxonomic Units (OTUs) in the

literature, a term that we will use throughout this paper.

Metagenomic data contains two main types of information (see Figure 1). The first is the

taxonomy of an organism (its identity), which is typically broken down into multiple hierarchical

ranks ranging in scale from 3 domains (Bacteria, Archaea, Eukarya) to millions of species. While

some organisms (like Escherichia coli) have been extensively studied and have a completely

resolved taxonomy, many others lack taxonomic information, which complicates taxonomy-

based analysis. Alternatively, the relationship between OTUs can also be described with a

phylogenetic tree (also called a phylogeny), which models the evolution process that resulted

in the observed microbial population. A phylogenetic tree is a binary tree where the leaves

correspond to OTUs and each node corresponds to a putative common ancestor of the leaves

it contains. From a biological perspective, a node represents an ancestral lineage (a clade)

where the children share similar functions. Edges in the tree are typically weighted to provide

a measure of evolutionary distance between clades. Unlike the taxonomy, the tree inference

does not usually depend on databases nor is it restricted to a fixed number of taxonomic ranks.

Its inference usually relies on evolutionary mutation models between the input DNA sequences.

Therefore, it is a more accurate representation of relationships between organisms as compared

to the taxonomy. To facilitate its integration in analyses, the phylogenetic tree is sometimes

converted into a patristic distance matrix, where the entry (i, j) is the length of the shortest

path between OTUs i and j in the tree. Although this transformation does not preserve all the

information in the tree, it is a convenient way to capture evolutionary distance between OTUs.

The second type of metagenomic data is the abundance table, which counts the number
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Raw count table (A)

OTU1 OTU2 OTU3 OTU4

Sample 1 10 20 0 70

Sample 2 30 0 20 0

Sample 3 1 5 0 9

Relative abundance table (X)

OTU1 OTU2 OTU3 OTU4

Sample 1 0.1 0.2 0 0.7

Sample 2 0.6 0 0.4 0

Sample 3 0.1 0.5 0 0.9

Library size
normalization
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Taxonomy table

Domain Phylum Class ... Species

OTU1 Bacteria Proteobacteria Alphaproteobacteria ... Wolfbachia
persica

OTU2 Bacteria Proteobacteria Betaproteobacteria ... Paucimonas
lemoignei

OTU3 Archaea Euryarcheota Thermococci ... Pyrococcus
abyssi

OTU4 Bacteria Cyanobacteria N/A ... N/A Ph
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Figure 1: Metagenomic data types. When provided, letters associated with a data structure
correspond to the corresponding notation in the review. (A) Raw abundance data. Each row is
a different sample and each column is an OTU (proxy for species) (B) Corresponding relative
abundance tables where each row is normalized by its sum. (C) Taxonomic assignment table.
Each OTU is assigned to a category for each of seven taxonomic ranks. N/A represent missing
information. (D) Phylogenetic tree. The edges are labeled with the phylogenetic distance.

of occurrences of each OTU in each sample. The total count for each sample (the library

size) varies due to systematic biases, such as the number of sequences sampled. To prevent

making erroneous assumptions when comparing samples, the values are routinely converted to

frequencies by dividing each sample by its library size. Thus, if we have p OTUs across n

samples, the abundance data consists of n points on the simplex of dimension p − 1, which is

defined as:

Sp =

{
x1, x2..., xp ∈ [0, 1] |

p∑
i=1

xi = 1

}

In biological terms, Sp is the set of all possible relative abundances over p OTUs — each element

of Sp is a potential sample.

Most analyses also involve one or multiple environmental variables that are being studied in

the light of microbes. These variables can be either continuous or categorical. For example, one

can study the differences between microbial communities in volcanic rift zones on the island of

Hawaii compared to non-volcanic areas (categorical variable) or study the communities in an

environment composed of a gradient of sulfur (continuous variable).
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The analysis of microbiome data poses a number of challenges. First, the analysis of compo-

sitional data (i.e. points on the simplex) is inherently complex: the components of each point

compete against the others to sum up to 1. It constrains the variance-covariance structure of

the variables to lie in a narrow range which can create spurious correlations between variables

[1]. Standard statistical tools such as Pearson’s correlations and t-tests are known to be invalid

in the simplex simply because the variable independence hypothesis is violated. In addition, the

distribution of bacterial counts are highly skewed and are usually modeled using negative bino-

mial distributions. The count table generally contains a significant amount of zeros, which is

either due to the fact that some OTUs are missing from some environments, or that the OTUs

were undetected due to an insufficient library size. Those constraints require more complex

models, making the analysis more challenging.

Another challenge in the analysis of metagenomes is the integrated analysis of the OTUs

abundance table and the phylogenetic tree, two data structures that are not routinely modeled

together. Phylogeny is a source of dependence between OTUs since the abundance of closely

related organisms will likely be correlated. The phylogeny provides additional information

about the OTUs relatedness and thus helps identify the relevant OTU groups correlated with

an outcome. Moreover, the inclusion of phylogenetic information makes it possible to analyse the

abundance data at multiple phylogenetic scales by comparing the aggregated nodes’ abundance

in the tree [2].

Here, we focus on methods that use jointly the abundance table and the phylogenetic tree

to quantify microbial contribution in a microbiome study. We organize this review in two

sections. First, we present methods that combine abundance and the phylogeny to define

new metagenomic features. Second, we present the machine learning models incorporating the

tree structure in the analysis either by using regularization in an optimization problem or by

using hierarchical models that explicitly describe the phylogenetic dependencies. There are no

available results that compare these methods directly. This is principally due to the fact that the

ground truth about the relation between microbes and the environment is still predominantly

unknown. Thus, each method uses validation strategies that cannot be easily extrapolated

to other methods. As such, we will focus in this review on comparing these methods from a

conceptual perspective i.e. contrasting which issues they address or ignore. Each method’s

characteristics are summarized at the end of this paper in table ??.
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Notations

In the rest of this review, we use the following naming conventions:

– A ∈ Nn×p is the raw count matrix with n samples and p OTUs

– X ∈ Rn×p is the relative abundance matrix where each row sums up to 1

– T is the phylogenetic tree corresponding to the OTUs

In addition we use the following mathematical notations:

– 1p is the unit column vector of length p

– ∀x ∈ Rk, g(x) =
(∏k

i=1 x
k
)1/k

(g is the geometric mean function)

– ||.||k is the k-norm in Rp defined as ||x||k = k

√∑p
i=1 x

k
i

– For a given vector x, we note x+ =
∑

i xi

– Sp = {x1, x2..., xp ∈ [0, 1] |
∑p

i=1 xi = 1} is the p− 1 dimensional simplex

1 Phylogenetic-aware transformation of the OTU abundances

One possible approach to integrate phylogenetic structure in the analysis is to derive new

features that aggregate both abundance and phylogenetic information. The methods surveyed

in this section naturally solve compositionality issues by shifting the problem from the simplex

to the real space and expanding the abundance table definition from an OTU perspective

— the leaves of the tree — to the full tree. These methods facilitate subsequent analyses

by allowing the use of existing statistical methods while enhancing interpretability since the

derived features directly refer to placements of biologically meaningful OTU grouping along

the phylogenetic tree. A node-centered data transformation assumes that the variations in a

response variable can be explained by competing sister sub-trees at the same phylogenetic scale.

In other words, it assumes that differences arise from one or multiple branching events where the

descendents in each branch capture the variation in the response. In contrast, an edge-centered

data transformation assumes that differences arise along an edge, and therefore, a given clade

differentially expresses the response compared to the rest of the tree. These approaches are

described in what follows.
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1.1 Log-ratio based approaches

Two methods to solve the compositionality issue were proposed by Aitchison [3] in 1982. These

methods introduced algebraic notions in the simplex and used log-ratios to transfer the problem

from the simplex to the real space. These methods, termed additive log-ratio (ALR) and the

centered log-ratio (CLR), are defined as follows:

alr :
Sp → Rp−1

x1, ..., xp → ln

(
x1

xp

)
, ..., ln

(
xp−1

xp

) (1)

clr :
Sp → Rp

x1, ..., xp → ln

(
x1

g(x)

)
, ..., ln

(
xp
g(x)

) (2)

Aitchison proved that these simple transformations render possible the use of standard

statistical analyses. His work was later expanded by [4] where the authors define an inner

product in the simplex and prove its hilbertian structure — a vector space with an inner-

product, allowing for distance and angle measurements. However, those transformations suffer

some shortcomings. First, the expression of ALR depends on an arbitrary reference (xp in

equation 1) which makes the transformation less robust to outliers in the data compared to CLR.

Second, these transformations both rely on a compositional vector expressed in the standard

basis of Rp, which is not orthonormal in the simplex geometry (using Aitchison distance). This

causes the angles to be distorted when the data is transformed from the simplex to the real space

and hinders the interpretability of the results [5]. The Isometric Log-Ratio transform (ILR) [5]

addresses those issues by re-expressing the compositional vector in an Aitchison-orthonormal

basis of Sp. The new coordinates of a vector x in this basis (a.k.a. the ILR coordinates)

are obtained by recursively partitioning the space and calculating the projection of x with

each partition’s basis element (see [5] for more details about the full expression of the basis).

In practice, the kth ILR coordinate of x is the log-ratio between the geometric means of the

coordinates of x on partitions I and J for the kth iteration (see Figure 2)

[ilr(x)]k =

√
|I|+ |J |
|I| × |J |

· log

(
g(xI)

g(xJ)

)
(3)

Since the ILR components contrast values between two partitions, they are usually referred
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Figure 2: Computation of ILR coordinates of a sample x based on a sequential binary partition
J1, .., Jp−1. Each circle represents an OTU (a coordinate of x) and the dotted lines separating
points represent the partition boundaries. Faded points are data points set aside for the cal-
culation of a given ILR coordinate. The dataset is recursively partitioned in two, and for each
partition, a new coordinate of ILR is computed. The procedure stops when all partitions are
singletons.

to as ”balances”. In the rest of this section, we will use interchangeably the terms ”ILR

components” and ”balances” to designate the coordinates of a compositional vector in the ILR

basis. Although the geometric properties of ILR are more intuitive compared to the ALR and

CLR, the choice of the binary partition is crucial for interpretability. Hence, methods relying

on ILR need to partition the variable space in a biologically meaningful way.

Many approaches make use of the phylogenetic tree as a natural way to partition the compo-

sitional space. The transformation usually results in an alternative view of the abundance table,

from a samples-by-OTUs matrix to a samples-by-tree-features matrix, where the features are

either the phylogenetic tree’s nodes or edges. For example, Gneiss [6] adopts a node-centered

approach to define a sequential binary partition. A binary tree naturally defines such a partition

by considering the two sets of leaves (OTUs) associated with each node’s two subtrees. For each

sample, the balance of a node v can be computed as described in Equation 4:

ilr(v)s =

√
|vL| · |vR|
|vL|+ |vR|

· log

(
g(xvL(s))

g(xvR(s))

)
(4)
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where:


|vL| and |vR| are the number of leaves in the left and right subtrees of node v

xvL(s) and xvR(s) are the relative abundances in each subtree of v in sample s

Because the ILR is not defined when null values are present, the authors added a pseudo-

count of 1 to all abundance before normalization. This results in p − 1 ILR components (or

balances) for each node in the tree. PhILR [7] is also a node-centered approach with the same

partition scheme. However, it extends the expression of the ILR transform in order to account

for two characteristics of metagenomic data. First, low abundance OTUs are usually less re-

liable because they could be the result of sequencing errors or correspond to rare organisms

that were identified in samples with large total counts. Therefore, PhILR adopts a heuristic

soft-thresholding approach by downweighting low abundance OTUs. The OTU weight is the

combination of 2 factors: 1) the euclidean norm of its relative abundances and 2) the geometric

mean of its raw abundance counts. Second, although the ILR takes the tree topology into ac-

count, it does not incorporate evolutionary distance (i.e. branch length in the tree). To address

this issue, PhILR incorporates branch length information by adjusting the ILR value of each

node, which it does by multiplying its value by the square root of the sum of the branches length

to its direct descendents.

The two previous methods provide a very interpretable view of the data since significant

features — the ILR components of the nodes — are directly linked to locations in the tree.

However, both methods rely on two limiting assumptions. First, the ILR can only be computed

for a binary partition, and not for nodes with polytomies (i.e. more than two direct descendents).

Second, a node-centered approach captures variations in the response variable between clades

at the same phylogenetic scale, which limits the potential of the analysis.

To overcome the limitation described above, an edge-based approach was proposed [8]. This

approach assumes differences arise along an edge, and communities on each side of an edge

are maximally different with regards to a response variable. Phylofactorization [8] adopts this

edge-based partitioning scheme and computes the balances using the OTUs on each side of an

edge. Unlike the node-centered approach, the recursive selection of edges to partition on is

arbitrary. Phylofactorization’s approach consists of recursively splitting the tree along edges

that maximize an objective function. The choice of an appropriate objective function is left to

the user, but Washburne et al. provide an example when predicting a set of response variables.

These variables are used as features of a generalized linear model (GLM) to predict the balances
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of a node such that:

ilre ∼ GLM(y1, ..., yq), where:


ilre ∈ Rn are the balances for edge e

y = [y1, ..., yq] ∈ Rn×q are response variables

For each iteration, the edge that maximizes the amount of variance explained by the model

is selected to partition the variables. Phylofactorization is expanded in [9] by generalizing it

to take arbitrary objective functions, other operators for aggregating the values of node in

each of the subsets (equivalent to geometric mean in equation 3) and operators for contrasting

the values aggregated independently in each subset (this is equivalent to the log-ratio in eq.

3). Washburne et al. show how phylofactorization can be used for a wide range of data

types and applications through an adaptation of one or multiple of these three operators. One

example is their phylogenetic component analysis, PhyCA, which is an unsupervised version of

Phylofactorization. Its implementation relies on the choice of an alternative objective function,

where edges are selected based on the variance of their ILR value. Gappa [10] goes a step further

by generalizing PhILR [7] and Phylofactorization [8, 9] to take into account uncertainties in OTU

positions in the tree. This method is best suited when the phylogenetic tree is constructed

using a phylogenetic placement approach, meaning that the OTUs of interest are placed on an

existing high-quality tree as opposed to being used to build a phylogenetic tree. These types

of approaches not only position the OTU at the most likely position, but usually provide a

probability distribution for all possible placements in the tree. The ILR transform is applied

as described in the previous works, except that the abundance values are weighted by their

respective probabilities.

All the methods described above address multiple challenges posed by metagenomic analyses

transforming OTU abundance from the simplex to the real space. ILR has been criticized for its

lack of interpretability due to its reliance on a partitioning scheme. However, the phylogenetic

tree induces a natural partition of the variable space in a biologically meaningful way. Each

feature can be directly mapped to a tree feature which actually improves interpretability. In

addition, ILR solves the problems of data compositionality and diversity at the same time by

integrating both feature types — the abundance table and the phylogeny — in a single data

structure. As a result, a user can use any statistical tool to compare sample groups, and directly

identify the group of organisms responsible for observed differences in some response variable.
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One caveat of log-ratio approaches is that they are not defined when zeros are present.

The above methods address this issue by adding a pseudocount of 1 to the raw abundances.

However, in [11], the authors point out the fact that in this case, dividing by the geometric

mean (e.g. in the ILR) of highly sparse data is equivalent to not normalizing at all. The value

of the pseudocount itself is subject to controversies and its value is known to affect analyses [12].

1.2 PCA based approaches

The Principal Components Analysis (PCA) is a very popular method to summarize high dimen-

sionality data. PCA consists in finding an orthonormal basis of the variable space representing

the direction of maximum variability ordered from highest to lowest. This transformation is lin-

ear, which simplifies its interpretation. However, PCA suffers some shortcomings when applied

to metagenomic data. Indeed, the variation in the data is often driven by multiple interacting

features, which causes the principal components to be the combinations of hundreds of OTUs.

This hinders its interpretability since there is no biologically meaningful group of OTUs being

selected. This can be solved by leveraging the hierarchical organization of features (the OTUs),

which is not handled by regular PCA. This section surveys methods that integrate phylogenetic

constraints into the PCA optimization problem to find more interpretable principal axes, which

can be achieved by enforcing sparsity of the principal axes and constraining their nonzero values

on contiguous parts of the tree.

Similar to Phylofactorization [8, 9], EdgePCA [13] is a decomposition method based on the

tree edges. Instead of using a recursive binary partition [8, 9], edgePCA defines independent

binary partitions for each edge in the tree as the OTUs on each side of an edge. Edge features

are computed for each partition as the difference between the total abundance of OTUs on

each side of an edge, starting with the root side of the tree. EdgePCA was developed in the

context of phylogenetic placement for which uncertainties about OTU location in the tree are

available. In this case, edge features are computed by weighing the abundance of each OTU

by its placement probability. This transformation generates a samples-by-edges matrix that is

then decomposed using standard PCA. The advantage of this method is that it provides highly

interpretable results since components are a linear combination of the tree edges. However,

Matsen et al. do not address the problem of compositionality, which can sometimes generate

artifacts on PCA as discussed in [14].

In [15], Purdom takes a different approach, and integrates the phylogenetic tree into the
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optimization problem defined by the PCA. Purdom’s work builds on a previous generalization

of PCA (gPCA) for non-standard metrics in Rp. Like PCA, gPCA finds a set of p orthonormal

axes that optimally explain the variance in the data. However, gPCA differs from PCA because

it relies on alternative measurements of distance, which affects the dispersion of the data points.

Purdom’s idea is to incorporate external knowledge (the phylogenetic relationships between

OTUs) by altering the distances between points so that closely related OTUs would appear

closer than they would be if they were considered independent (as done in PCA). The chosen

metric can be described with a pairwise distance matrix between each pair of OTUs. Using the

identity matrix as a distance matrix results in a PCA (all points in the basis are equidistant).

In the case of Purdom’s gPCA, distances between OTUs are altered by their phylogeny, causing

the principal axes to share little phylogenetic similarity with each other. The entry (i, j) of the

phylogenetic distance matrix Φ is defined in [15] as the distance between the root and OTUs i

and j’s immediate parent node.

The algebraic structure of matrix Φ is critical for interpreting the principal components.

For example, if Φ’s eigenvectors are sparse, then the principal axes correspond to small sections

of the tree, therefore enhancing interpretability. Moreover, different levels of sparsity in the

principal axes correspond to different phylogenetic scales — sparse axes are small scale features

while dense axes are global features. Although these properties have not yet been fully charac-

terized, empirical observations shows that Φ has a block structure, suggesting it could provide

a multiscale view of the data.

Both edgePCA and gPCA integrate the phylogenetic dependencies in the PCA algorithm

in a different way. In the case of edgePCA, the data is transformed to yield a sample-by-

edge matrix that can be subsequently used with the PCA. For the gPCA, the distance metric is

modified so that PCA can adapt itself to the unique structure of the data. One assumption when

using PCA is that linear combination between features is sufficient to describe the correlation

structure of the data, which is not necessarily the case for metagenomes where nonlinear patterns

are present [16].

2 Phylogeny-aware machine learning models

In contrast to the previously described models where the main focus was to find an alternative

representation of the data, this section describes phylogeny-aware machine learning models
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where the objective is to identify a set of features correlated with one or multiple outcomes. For

instance, one could be interested in studying how microbial communities are affected by both

seasonality and geographical location. Throughout this section, we will refer to the q observed

outcomes in each sample as the matrix Y of dimension (n, q) (or the vector y of dimension n if

a single outcome variable is considered).

2.1 Tree-penalized linear regression models

Linear regression models were developed to explain a response variable based on a set of features.

The regression coefficients can be uniquely determined using linear algebra when the number of

features is lower than the number of instances. However, this is rarely the case in metagenomics

studies where the OTUs generally outnumber the samples. Penalized regressions solve this

issue by converting the linear algebra problem into an optimization problem with additional

constraints to enforce sparsity of the coefficients. Amongst the most popular methods, the

Lasso regression penalizes the ||.||1-norm of the coefficients to shrink them to zero while the

Ridge regression (using the ||.||2-norm) tends to make them small. The approaches in this

section use different versions of penalized regression to constrain the solution space in a way

that leverages the phylogeny.

ssCCA [17] is an adaptation of the popular canonical correspondence analysis (CCA [18])

decomposition and includes prior knowledge about phylogenetic structure. CCA can be seen as

a supervised version of PCA: Instead of finding linear combinations of p variables that maximize

the explained variance, CCA finds linear combinations of p variables that are best correlated

to linear combinations of q response variables. The computation of the kth pair of canonical

vector (uk, vk) is the solution to the following problem:

(uk, vk) = argmaxu,v
(
corr(uTx, vT y)

)
s.t.


(Unit norm) uTΣXu = 1 and vTΣY v = 1

(Orthogonality) ∀i < k, ui ⊥ uk and vi ⊥ vk

with ΣX = var(X) and ΣY = var(Y )

For high-dimensionality data, CCA lacks interpretability since it does not perform any

variable selection and can therefore result in canonical axes being a combination of hundreds

of variables. As a result, extensions of CCA (such as the sparse CCA, a.k.a. sCCA) include a

Lasso penalty on u and v to shrink some of the coefficients to 0. ssCCA further expands these

12



methods with yet another penalty to constrain the variable selection.

(Sparsity penalty) ||u||1 < c1 and ||v||1 < c2

(Smoothness penalty)
∑

1≤j<k≤p

1

d2
j,k

|uj − uk|2 < c3

where:


c1 and c2 are regularization constants

dj,k is the patristic distance between OTU j and k

The smoothness penalty shares some similarity with a fused-Lasso [19] ridge regularization,

which makes the coefficients smooth in regard to phylogenetic distance. The assumption is

that closely related OTUs will likely share a similar effect and should therefore have similar

coefficients. Chen et al. mention multiple options for the measure of phylogenetic distance

between OTUs, but eventually argue that any sensible choice should provide similar results.

In [20], Wang and Zhao develop a penalized linear model to predict a continuous outcome

y. Rather than smoothing the regression coefficients of closely related OTUs, the regularization

is used at multiple phylogenetic scales — one for each node in the phylogenetic tree. Each

regularization term smoothes the difference between the sum of the coefficients for the two

subtrees of a node:

(Regression model) β1, ..., βp = argminβ

(
yi − β0 −

∑
xi,jβj

)
(Smoothness penalty)

∑
v∈nodes

1

d(v1, v2)
|βv1 − βv2 | < c

where:


βvi is the mean regression coefficients of OTUs in the ithsubtree of node v (i = 1..2)

d(v1, v2) is the phylogenetic distance between nodes v1 and v2

c is a regularization constant

Therefore, the regression coefficients of the two direct descendents of a node will tend to be

close. In biological terms, it means that two clades descending from a common ancestor should

have a similar effect.

Although Trac [21] shares some similarity with the previous methods, the intent is different.

The objective consists in aggregating parts of the phylogenetic tree at different depths in a

way that is meaningful in regard to some continuous response variable y. In other words, it

collapses sub-trees by summing the contribution of its OTUs if its variations are not associated

with y. Following the results of Aitchison [3], trac uses a log-ratio model to free itself from
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Figure 3: Trac’s latent parameters. βi is the coefficient of OTU i and γj is the additive effect
at node j. Color indicates whether the coefficient is positive or null (no effect).

the compositionality constraints. A linear model based on the CLR-transformed abundances

is equivalent to a linear model on the log relative abundances with a sum constraint on the

coefficients:

∀i ∈ {1..n}, yi =

p−1∑
j=1

log

(
xi,j
xi,p

)
· βj

=

p−1∑
j=1

log(xi,j) · βj − log(xi,p) ·
p−1∑
j=1

βj

=

p∑
j=1

log(xi,j) · βj with

p∑
j=1

βj = 0i.e. we extend β ∈ Rp−1 with βp = −
p−1∑
j=1

βj



(5)

Trac first transforms the model by re-expressing the coefficients βi for each OTU (leaves)

as a sum of node coefficients γi. A subtree is then collapsed if the β coefficients for all of its

OTUs are the same, or equivalently, if all of its γ values are null (see Figure 3).

Trac enforces sparsity of the γ coefficients with a Lasso penalization on their value. The

regularization parameter can control the level of aggregation in the tree. A high regularization

parameter will result in a very condensed tree and provide a high-level view of the important

clades affecting the response while a small regularization parameter will provide more fine-
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grained differences. Therefore, the entire solution path can provide a multiscale view of the

problem through multiple aggregation schemes.

Statistics in the simplex are complex due to the strong dependencies between variables that

render linear regression invalid. The present penalized regressions circumvent this issue, by

either using fused-lasso penalties [20] or log-transforming the data [21]. However, most penal-

ized approaches require setting regularization parameters that do not provide any probabilistic

intuition. Similarly to the PCA-based approaches, they also rely on linear combinations of the

OTUs, which limits the power of the analyses when handling complex metagenomes.

2.2 Bayesian models

The strength of Bayesian approaches is to provide a full probabilistic framework to describe the

parameter’s distributions. They usually rely on prior distributions which reflect our knowledge

of the problem. BAZE [22] is a bayesian model that takes advantage of the CLR transform

introduced by Aitchison [3]. Similar to trac [21], the regression model is expressed as a linear

combination of the log abundances, with the log-ratio constraint expressed as a condition on

the regression coefficients’ sum (equation 5). BAZE encodes this constraint in a z-prior on the

regression coefficients. The z-prior enforces the coefficients to sum up to 0 by modeling them

as a multivariate gaussian of mean 0 and a covariance matrix that sums up to 0 (Figure 4).

Variable inclusion in the model is controlled with the binary indicator variable γ, equal to

1 if the variable is kept in the model and 0 otherwise. Variable inclusion (i.e. γ) should be

performed in phylogenetically-aware way so that relevant OTUs are selected alongside closely

related neighbors. This is achieved through an Ising prior [23] on γ, which, given a OTU

similarity matrix Q, models γ as P (γ) = exp(aTγ + γTQγ − ψ(a,Q)), where:

a ∈ Rp is a shrinkage parameter

ψ(a,Q) is a normalizing constant

Q =

(
li,j√
li,i
√
lj,j

)
∈ Rp×p where li,j is the shared branch length between i and j

Using this prior, closely related OTUs will have a higher chance of being selected together.

The parameter a controls the sparsity of the solution: the lower the value of ai and the less

likely the variable i will be included. In [24], Wang et al. take a radically different approach by

directly modeling the raw OTU abundances which lends themselves to Dirichlet-multinomial

(DM) distributions: a sample of size N consists of N independent draws among p OTUs with
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Figure 4: Graphical representation of BAZE model. The response variable Y is modeled as
a linear combination of the relative abundance for each OTU. The regression coefficients are
assumed to follow a multivariate normal distribution with mean 0 and standard deviation sigma
following a z-prior (to enforce the 0-sum constraint). Variable selection is controlled by the
parameter γ which follows an Ising prior parametrized by a shrinkage parameter (a) controlling
the sparsity of the solution and an OTU distance matrix (Q)

probabilities π = (π1, ..., πp). Using these priors and after integrating on the mixing probabilities

(π) the posterior distribution of the abundances is dirichlet distributed:

PDM (a1, ..., ap|α1, ..., αp) =
Γ(a+ + 1)Γ(α+)

Γ(a+ + α+)

p∏
i=1

Γ(ai + αi)

Γ(ai + 1)Γ(αi)

where a1, .., ap are the raw abundance counts of the p OTUs, α1, ..., αp are the dirich-

let distribution concentration parameters and Γ(·) is the gamma function defined as Γ(z) =∫ +∞
0 xz−1e−xdx

However, such a model does not take tree structure into account. The dirichlet-tree multino-

mial (DTM) distribution is a more faithful representation of the data. The model consists of a

mixture of DM components across the internal nodes of the tree. The component corresponding

to a node describes the distribution of the accumulated counts of its children (Figure 5).

The estimation of the model’s parameter is done by maximum likelihood in the regression

problem: Given q target variables Y ∈ Rn×q, a log linear model is built using the DTM
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Figure 5: Dirichlet-Tree Multinomial component for a tree node — which corresponds to a local
dirichlet-multinomial model. The distribution of the total abundance of the two children nodes
of A is modeled with a dirichlet-multinomial model, where the two parameters are the sum of
the parameters of each sub-tree

parameters as features:

∀v ∈ nodes(T ),∀c ∈ children(v), log(αc) = Y Tβc,where

βc are the regression coefficients and αc are the concentration parameters for the DTM

Instead of defining a prior on the regression coefficients, the authors opt for a maximum

likelihood approach to get point estimates. In order to promote sparse results, the optimization

is complemented with penalized approach with both a Lasso and Ridge regularization as follows:

β̂ = argmaxβ [− log (LDTM (β)) + λ1||β||1 + λ2||β||2]

where LDTM is the maximum likelihood operator for the DTM model.

In contrast, eBay [25] is not a prediction model and mainly focuses on the normalization

of the raw counts to solve the problem of inflated zero counts. Similar to BAZE, the data is

modeled with a Dirichlet-Tree Multinomial and the concentration parameters (α1, ..., αp) are

directly estimated from the data through maximum likelihood. The posterior mean of OTU i

in sample j is a weighted average of the OTU raw proportion and the relative contribution of

concentration parameter αj :

E(πi,j | ai, α) =
a+
i

a+
i + α+

ai,j
ai

+
α+

a+
i + α+

αj
α+
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where


ai,j is the raw abundance count of OTU j in sample i

πi,j is the proportion of OTU j in sample i

αj is the concentration parameter of OTU j

This method normalizes the abundances and accounts for library size differences using phy-

logenetic correlations between OTUs. Moreover, the expression of the posterior proportions are

non-zero, paving the way for log-ratio approaches. To complement their approach, Liu et al.

propose to detect significant features (i.e. tree nodes) using an iterative approach. For each

node, a t-test (or alternatively, wilcoxon test) is performed using the posterior means across

all samples of the two subtrees and significant nodes are reported. In summary, eBay can be

used as a preprocessing step for all the other approaches in this review as a zero imputation

procedure. Their complementary approach provides some interesting results, but has multiple

drawbacks. First, large trees will increase the number of tests, and will therefore significantly

increase the false discovery rate. If accounted for, this will in turn affect the statistical power

for feature detection. Second, because of the hierarchical tree structure, a significant test on

a given node might be also significant for its parent nodes, making it hard to identify real

relevant features. BGCR [26] expands the previous method to address those issues. It adopts

a Bayesian approach to testing for association with the response variable while adjusting for

covariates. This choice is motivated by the fact that the hierarchical dependencies between tests

are more easily captured by a Bayesian approach, which also integrates better with the DTM

model aforementioned. The DTM parameters are modeled as a logit-linear combination of the

covariates y and stratified over the response variable of interest, z:

logit(αi,j(v)) = yi,j · β(v) + zi,j · γ(v)

where:



αi,j(v) are the DTM parameter at node v

zi,j is the indicator variable defining the sample groups

yi,j are the covariates

β(v) and γ(v) are the coefficients for the local model at node v

The testing relies on the estimation of parameter γ for each node v (0: no association between

v and z, positive otherwise). The prior on γ enforces dependencies between the tests of two

children nodes and their ancestor. This results in an auto-regressive model that can be computed
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Figure 6: Hierarchical Bayes testing. Arrows show signals propagating through the model.
Green are significant association tests at the given node, and red is non significant. Each
subfigure shows a different scenario on how the test on the daughter nodes impacts the model
of the parent node. The general prior for the association parameter γ is written at the top of
the figure.

in a bottom-up fashion (Figure 6). The shared information between a node and its children

results in an increased statistical power. Rather than relying on Monte-Carlo simulations, the

inference is accelerated by converting the model into a Bayesian network and posterior inference

is carried out through an exact message passing algorithm.

The Bayesian methods in this section provide a rigorous framework to model the sampling

process and include phylogenetic prior to describe the correlation structure in the counts. The

chosen models naturally handle the compositionality and dispersion of the data, either using

a model based on log-ratios [22] or using a dirichlet-tree multinomial model. However, most

models take a node-centered approach. As discussed in part 1, this assumes that variations

in the response variable is best explained from two competing sister sub-tree, and not that an

evolutionary trait was acquired along an edge.

2.3 Deep learning models

Various deep learning architectures have been proposed to model microbiome data. These

architectures use as input the OTU abundance and attempt to model how it can predict a

continuous or categorical response variable of interest (e.g. medical condition, salinity, water

quality,...). Convolutional Neural Networks (CNN) are known to achieve great success for

classification when there is a strong spatial dependence in the data [27, 28], a property that
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Figure 7: Ph-CNN: Computation of distance matrix between linear combinations of OTUs.
(A) Patristic distance matrix between OTUs. (B) PCoA components of each OTU based on
patristic distance matrix. (C) Linear combination of OTUs after first phylo-conv layer. (D)
New distance matrix based on pairwise distance between features from the first phylo-conv layer
(C).

metagenomic abundance does not naturally exhibit. Ph-CNN [29] is a neural network based

on ”phylo-conv” layers. To compute the output of a feature, a phylo-conv layer transforms the

1D OTU abundance column vector into a matrix by stacking each OTU’s k-nearest neighbors

(k=16) and applying a 1D convolution filter on the rows. In order to extract the neighbors,

the layer uses pairwise distances between features, chosen as the patristic distance matrix. The

network’s architecture (Figure 8) involves two phylo-conv layers. The second phylo conv layer

takes as input a convolved first layer, and therefore finding neighbors is not as straightforward

since the input features are a linear combination of the original OTUs. To derive new pairwise

distance information, Fioravanti et al. convert the patristic distance matrix into a set of m-

dimensional points using PCoA [30], update the point positions, and compute the pairwise

feature distance matrix (Figure 7). The phylo-conv computation is followed by a max-pooling

layer, a fully connected layer, a dropout layer and a fully connected layer. Although Ph-

CNN reports good classification results, its lack of interpretability might hinder its adoption in

practice.

The approach developed in [31] combines the abundance table with the phylogenetic tree

into a 2D matrix with spatial structure to predict a categorical outcome y. For each sample,

the tree nodes are labeled with the sum of the abundance of their leaves. The tree is then
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converted into a matrix, where each row represents a depth in the tree. The values are filled in

order from left to right, and the matrix is zero-padded if needed. For example, the first row of

the matrix consists of a single value equal to the sum of the OTUs abundance in a sample. The

deep neural network architecture consists of three convolutional layers (including convolution

and max pooling layers) followed by a fully-connected layer and an output softmax layer. The

architecture is updated in a later version of the tool [32] with two convolutional layers without

any max pooling (Figure 8) since the authors report improved performance when removing

it. While the first convolutional layer scans the input with a rectangular filter to detect local

features, the second layer uses a 1x1 filter to collapse the feature maps from the first layer and

reduce the number of parameters.

There are a number of caveats to the proposed approach. First, the matrix representation

does not always faithfully represent the topology of the tree. Misalignments between rows in the

matrix can occur when the tree is wide, causing descendants to be far away from their ancestral

nodes. Second, the padding procedure yields a matrix with many zeros on the top right section

of the matrix which might affect the convolution of non-zero values close to this section. Finally,

the lack of interpretability of deep learning models is also an issue for this model. PopPhy-CNN

[32] is an extension of this model that addresses this last issue. To identify meaningful features

associated with each outcome, PopPhy-CNN traces the signal generated by each sample class

in the first convolutional layer back to specific positions in the input. The feature importance

computation relies on the velocities, which are the result of the convolution between a kernel

and a reference window from the input. The feature importance of a reference position is simply

its contribution to the total velocity in the kernel, averaged across all samples in the class. The

total feature importance Ic(i, j) is then its maximum value across all windows spanning (i, j)

and all kernels. Finally, a score is derived for this feature as the difference between the feature

importance in class c and the feature importance in the other classes: Sc(i, j) = Ic(i, j)−Ic̄(i, j)

DeepBiome [33] is a feed-forward neural network for predicting a continuous or categorical

outcome. The approach is radically different than in PopPhy-CNN. The network is trained to

minimize the mean squared error for a continuous outcome or the cross-entropy for a categorical

outcome. DeepBiome’s specificity is its architecture, which consists of a succession of layers that

mimics the hierarchical taxonomic levels (species < genus < family < ...). The phylogenetic

structure is enforced on the network through weight decay, a regularization procedure that

penalizes large weights to prevent overfitting. DeepBiome alters the weight decay procedure to
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Figure 8: Neural network architectures. (A) Ph-CNN architecture. The patristic distance ma-
trix is used at each phylo-conv layer to identify each OTU’s closest neighbors. Each entry of the
abundance vector is stacked with its closest neighbors in order to perform a 1D convolution. The
phylo-conv output is subsequently processed by fully-connected layers (B) PopPhy-CNN archi-
tecture. The abundance values are combined with the phylogenetic tree to provide a node-level
representation of the abundances. A classical CNN is subsequently applied to the transformed
input. (C) DeepBiome architecture. Multi-layer perceptron with one fully-connected layer per
level in the tree, starting with the deepest.

incorporate phylogenetic information in the gradient descent. More specifically, at each update,

the network weights are multiplied by a small value (0.01) if they link two unrelated taxonomic

levels. For example, the neuron corresponding to the proteobacteria phylum would have a strong

link to the preceding layer neurons of each of its descendent classes (e.g. alphaproteobacteria,

betaproteobacteria, ...) but would be downweighted if the link involves a non-related class (e.g.

bacilli). Therefore, it promotes strong links between closely related organisms. Because of its

unique architecture, DeepBiome would benefit from feature importance approaches to trace the

signal propagation in each layer. Although the authors report feature selection results, they do

not provide extensive details on the procedure.

Discussion and conclusion

Metagenomic data analysis poses a number of challenges for identifying meaningful groups

of OTUs driving the microbial communities. In this review, we present multiple approaches

to solving those challenges. First, compositional variables (OTU abundances) have a biased

covariance structure which can invalidate their analysis if not accounted for. The methods

presented here address this issue by either using log-ratios [6, 7, 8, 9, 10, 22], regularization

[17, 24, 20], alternative inner-products [15], or modeling the counts, explicitly with Bayesian
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approaches [22, 25, 26] or implicitly with neural networks [29, 31, 32, 33]. Second, most analyses

are challenged by the high number of OTUs and their correlation structure since it decreases

the power of statistical tests. Instead of testing individual OTUs, the phylogeny can guide

the analysis to organize OTUs into homogeneous groups. A phylogenetic tree contains both

topological and geometrical information [34]. Topological information is the relative positions of

the OTUs in the tree, which is conveyed by the branching patterns in the tree, while geometrical

information are the evolutionary distances between OTUs, which is conveyed by the branch

weights. The methods in this paper all use one of these two types of information, but rarely both.

Methods based on topology [6, 8, 9, 10, 13, 24, 29, 31, 32, 33] rely on the hierarchical grouping

defined by the phylogenetic tree. Because these methods discard the evolutionary distance and

simply use the nodes hierarchy, OTU groups are fully coerced by the tree which makes them

more robust and interpretable features. In contrast, methods based on the geometry of the tree

[15, 17, 22, 29] discard any groups information and instead fully use the evolutionary distance.

As a result, these methods are more flexible since they can define their own groups for the

problem at hand. However, they might also define groups that are less biologically meaningful

since these are not coerced by the evolutionary model. PhILR [7] and the tree-guided fused

lasso approach used in [20] are the only methods that use both types of information. DeepBiome

[33] does not seem to take the phylogeny into account in a strict sense, since it relies on the

taxonomy. However, the approach would be easily generalizable for an arbitrary phylogeny,

where each layer in the neural network could match a specific depth in the tree. Moreover,

DeepBiome currently uses the tree topology but disregards its geometry. This could also be

implemented using a more complex weight regularization process.

The unique distribution of the counts is rarely modeled explicitly. PCA and log-ratio based

approaches create a mixed data structure including phylogenetic information, making the mod-

eling of abundance distribution more complex for the subsequent analysis as compared to raw

counts, where a dirichlet-multinomial naturally describes the count generation process. As

such, Bayesian models based on Dirichlet-Tree Multinomial distributions [25, 26] are the most

faithful representation of the problem. Deep learning models [29, 31, 32, 33] also represent

an interesting option since they implicitly model the data distribution. Given the complexity

of metagenomics data (hierarchical structure, high proportion of zeros, overdispersion), these

models are very promising for regression and classification purposes. However, this strength

can also be a weakness, since the intricacies of the model are, in general, not fully understood.
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This can result in counterintuitive predictions errors [35] or, in the worst case, learning features

related to a representation bias in the dataset [36]. The proposed deep learning approaches

try to lift the veil on the models through regularization [33] or the use complementary heuris-

tics to provide insights about the most meaningful features [32]. However, feature extraction

remains a computationally intensive and an experimental procedure that lacks validation. In

spite of those issues, rapid advances are currently made in neural network interpretability and

will undoubtedly affect their use in metagenomics in the future.

Although some methods take the OTU placement uncertainty into account by weighting the

abundance values [10, 13], none of the methods explicitly handle and include this uncertainty in

their model. For example, one could expect that a phylogenetic-aware method would rely less on

the tree when the probabilities are too uniform. As a result, the methods described in this paper

would likely perform worse than a method based simply on the abundances if the phylogenetic

tree is very noisy. This is especially the case for large metagenomes, for which approximations

are required to compute the phylogenetic tree in reasonable time. Furthermore, trees are inferred

based on specific properties of organisms (called traits), which are not always related to the

response variable being studied. For example, a tree based on antibiotic resistance genes would

not be helpful to guide an analysis focused on the salinity of an environment. In summary,

an erroneous tree or a tree based on the wrong traits could negatively affect phylogenetic

approaches, which is why present methods could benefit from levers controlling the amount of

phylogenetic prior in the model. Although this is very experimental at its current stage, new

methods are being developed to combine the information from multiple phylogenetic trees into

a phylogenetic network [37]. None of the surveyed methods have yet considered this option and

methods based on graph neural networks or Bayesian networks could be naturally adapted to

this problem. Indeed, as their name suggests, those approaches can predict an outcome based

on features organized as a graph and are not restricted to binary trees. However, the optimal

choice of the traits to use for the phylogenetic networks would represent another challenge to

address when using this kind of approaches.
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Authors Tool name Model type Category

Morton et al. Gneiss [6] Node-based ILR Transformation
Silverman et al. PhILR [7] Node-based ILR Transformation
Washburn et al. Phylofactorization [8, 9] Edge-based ILR Transformation

Czech and Stamatakis Gappa [10] Edge-based ILR Transformation
Masten and Evans edgePCA [13] Edge-based ILR Transformation

Purdom gPCA [15] PCA Transformation
Chen et al. ssCCA [17] ssCCA Feature selection

Wang and Zhao Tree-guided fused Lasso [20] Fused Lasso Regression
Bien et al. Trac [21] Fused Lasso Regression

Zhang et al. BAZE [22] Empirical Bayes Regression
Wang and Zhao Dirichlet-tree [24] Empirical Bayes Feature selection

Liu et al. eBay [25] Empirical Bayes Feature selection
Mao et al. BGCR [26] Bayesian network Feature selection

Fioravanti et al. Ph-CNN [29] CNN Classification
Reiman et al. PopPhy-CNN [31, 32] CNN Classification

Zhai et al. DeepBiome [33] MLP Regression / Classification

Table 1: Summary of described methods
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